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Abstract 

The initial breakdown of hardwood logs into lumber produces boards with rough surfaces.  These 
boards contain wane (missing wood due to the curved log exterior) that is removed by edge and trim 
cuts prior to sale.  Because hardwood lumber value is determined using a combination of board size 
and quality, knowledge of wane position and defects is essential for selecting cuts that maximize 
profit.  We have developed a system that uses a structured-light system to obtain profile (thickness) 
images of unplaned boards, in addition to gray-scale images for defect detection.  The focus of this 
paper is to describe a new approach for detecting wane boundaries through the analysis of these 
profile images.  The problem is difficult because bark and other debris adversely affect the laser-
based imaging process, and because variations in surface reflectance also cause inaccuracies in the 
resulting images.  The problem is compounded by the need to perform wane detection rapidly in a 
manufacturing environment.  The method that we have developed relies on a combination of column-
wise image statistics, selective smoothing, and the analysis of surface shape.  Initial wane edge 
estimates that are obtained using the smoothed image are then refined by analysis of the original 
image data.  Based on visual assessment, the current method appears to improve dramatically on 
traditional thresholding techniques.   
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Introduction 

In present-day hardwood sawmills, logs are first cut into boards that retain residual bark, called 
wane, and other undesirable features of the log.  Edger and trimmer operators then visually examine 
the surfaces of each board, and make quick judgments about the placement of cuts based on their 
knowledge of lumber grades and current lumber prices.  Ideally, edge and trim cuts will be selected so 
that the sale value of each board is maximized.  In practice, however, optimizing the value of each 
board in this manner is a complex decision that is difficult even for experienced operators.  The 
decision is based on the position of wane and defects, as well as current market prices for wood. 

This paper considers the problem of automatically detecting wane on rough (unplaned) hardwood 
lumber.  Wane detection and analysis is one part of an automated scanning system for optimizing 
edging and trimming of hardwood lumber in sawmills.  This capability, together with automatic 
defect detection, will form the nucleus of computer-driven edging and trimming.  The analysis 
presented here is intended for use with a structured-light profiling system that is described in Lee, et 
al. (1999).  As described in the next section of this paper, the scanning system captures profile images 
(or, equivalently, range images) in which each pixel represents a measurement of board thickness.  
As an example, a portion of a profile image is given in Figure 1.  

 

 

 

 

(a)  (b) 

Figure 1.  Registered range and intensity images for a rough board.  (a) Example range image, in 
which darker areas represent points on the board that are closer to the camera.  (b) Corresponding 
intensity image. 
 

At first glance, the detection of wane would appear to be a relatively simple problem involving 
the selection of a threshold thickness value in the profile image.  Although this approach might be 
adequate for planed lumber, the problem is much more difficult for unplaned lumber because images 
are typically contaminated by additional types of noise.  Our approach to the detection of wane is to 
search for discontinuities in surface characteristics of the wood.  Smoothing operations are employed 
to reduce the effects of noise.   

After describing the imaging system, the section that follows presents additional details on the 
types of noise that are present.  Additional sections describe our wane-detection method analytically, 
present experimental results, and provide concluding remarks. 
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Data acquisition 

In a widely used technique known as sheet-of-light profile imaging (Figure 2), a plane of light is 
generated onto an uneven surface.  Light that reflects from the surface appears as a 2-dimensional 
curve in an image, when viewed from an angle relative to the light plane.  By using triangulation, it is 
possible to estimate thickness values over the surface of the object.  Because many lumber defects 
(e.g., voids, wane, twist, and splits) are associated with surface irregularities, profiling is extremely 
useful in wood applications.  In addition, it is possible to obtain intensity information simultaneously 
that is exactly correlated spatially with profile information. 

In our prototype system, the profile laser is mounted at an angle of 45� relative to the direction of 
travel of the board.  A digital camera is mounted vertically above the board, and can provide images 
for estimating board thickness.  The digital camera that is used in this system is the MAPP 2200 
"smart camera,” developed by Forchheimer, et al. (1992), and also described in Åstrand (1996).  The 
unit captures images of 256 rows by 256 columns.  Unlike conventional cameras, the internal MAPP 
(matrix array picture processor) sensor contains an on-board processor that is capable of manipulating 
complete rows of this array, in both digital and analog forms.   

 

(a) (b) 

Figure 2.  Profile imaging geometry.  (a) A camera is mounted vertically, looking downward at a 
board.  A laser source generates a plane of light that is 45 degrees relative to the horizontal.   
(b) From the camera’s point of view, different board thicknesses cause the laser light to appear as a 
2-dimensional curve in an image.  Deviation of the light from a known location is directly related to 
the thickness of the board. 

Noise effects 

A profile image of a rough hardwood board suffers from various noise sources: noise from 
residual bark, debris, and dust; spatial quantization of the sensor array; sampling and quantization of 
intensity values; thermal sensor noise; and problems in thickness estimation due to variations in 
surface reflectance.  Figure 3 shows the effects of various noise sources.  The profile plot depicts a 
portion of the board.  Residual bark and debris contained in the wane area make it difficult to detect 
wane boundaries with high accuracy.  Unlike other noise sources, which can be addressed in many 
cases by applying smoothing filters, residual bark and debris are still prominent in the smoothed 
profile image (lower left corner in Figure 3b and 3c).  In fact, because no smoothing filter can 
perfectly remove noise due to bark and debris from the wane area, this presents the most challenging 

Reference line 
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part of the wane detection problem using profile images.  We can also see the reflectance variation 
effect by comparing the left and right side of the board in Figure 3c.  In the tracheid image (Figure 
3a), the lower part of the board is generally brighter than the upper side, producing an uneven profile 
image. 
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(a) 

  

(b)       (c) 

Figure 3.  Example of noise effects.  (a) Tracheid (reflectance) image of an unplaned board. (b) A 
portion of the profile image for this board.  Only columns 400 to 600 are shown. (c) Smoothed 
version of profile image.   

Wane detection 

Threshold methods  

Simple threshold methods fail for most boards tested due to the noise described above.  For 
example, Figure 4a illustrates the case where a single threshold is computed for column x of the 
profile image using  

( ) ( ) ( )xxxT σµ −=  ,                                                                    (1) 

where µ(x) and σ(x) are the mean value and standard deviation, respectively, for a given column. Any 
pixel in the profile having a value less than T(x) is declared to be a wane point.  This method has 
several shortcomings, however, as indicated by the many incorrect wane regions shown in Figure 4a.  
Debris or defects often elevate the threshold value above the clear-wood area of the board.  
Modifying equation (1), offseting the threshold by more than one standard deviation, is also 
unsatisfactory.  

x 

y 
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(d) 

Figure 4.  Comparison of threshold methods for wane detection.  (a) Simple threshold method 
(column-by-column processing), which fails in most cases. The threshold value is based on thickness 
statistics for each column.  (b) Refined threshold method.  (c) Further refinement. A median filter is 
applied to the wane edge positions on the previous image to obtain smoother wane contours.  This 
final result is very good.  (d) Example for a different board, with poor results.  Unfortunately, the 
selection of thresholds using statistical criteria has not resulted in a wane-detection method that is 
robust over many boards. 
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Because of these problems, we considered a somewhat more sophisticated method for selecting a 
threshold.  In this case, a threshold value for the upper (or lower) half of column x is determined by 

  ( ) ( ) ( )( )θ−= xTxTxT 21 ,min                                                      (2) 

where T1 is a threshold value selected at one standard deviation below the mean thickness value for 
this (half) column, and T2 is another threshold value that corresponds to the mode (the highest peak) 
of the histogram (h(x)) for that column, and θ   is a constant selected empirically in the range 
0 < θ ≤ 1 .  That is, 

( ) ( ) ( )xxxT σµ −=1                                                              (3) 

 ( ))(maxarg)(2 xhxT =  .                                                         (4) 

As described above, when debris appears in the wane area, T1 is often higher than the value of the 
board surface, and this yields incorrect results.  However, in such a case, T2 gives more a reasonable 
answer. Operator ( )⋅maxarg  finds an index at which the function has maximum value. Figure 4b 
shows that the refined thresholding method successfully avoids most undesired effects of the various 
noise sources.  A median filter is then applied along the wane-edge positions of Figure 4b to refine 
the wane contours (Figure 4c).  This has the effect of smoothing the wane contour, removing most of 
the outliers. 

Although this second method worked well for this example image, repeated trials with other 
boards failed to provide results that were completely satisfactory.  An example of this is given in 
Figure 4d. 

Surface normal and curvature estimation 

Because of problems encountered in finding a suitable threshold, we began to develop a method 
for wane detection that depends on surface properties such as orientation and curvature.  Although it 
is possible to estimate these properties using discrete differences, we adopted a surface-fitting 
approach that is more robust in the presence of noise.  (See Hoffman et al., 1987, for additional 
discussion in the context of range data.)   

Similar to the approach described in Besl et al. (1988), we model thickness as a function of two 
variables that is C2-continuous, z(x, y).  The variables x and y correspond to the column and row 
directions of the profile image, respectively.  A thickness value is estimated within a local 5×5 
neighborhood (�) of the data points using classical least -squares fitting of a biquadratic polynomial:  

  ( ) fexydycybxaxyxz +++++= 22, .                                                (5) 

This results in local values for the coefficients, a, b, c, d, e, and f to minimize the error criterion 

E = z i − ˆ z i( )
z i ∈Ω
∑ 2

,                                                           (6) 

where ( )iii yxzz ,=  is estimated analytical value and ˆ z i  is a corresponding measured thickness value. 

Using this surface model, we proceed to determine surface orientation and curvature.  These can 
be expressed using derivatives of z, and these derivatives are easily found using equation (5).  The 
orientation of a surface is expressed in terms of the surface normal vector.  The surface normal at a 
point P = (x, y) is denoted by   

r 
n P  (Carmo, 1976), 

  
r 
n P = (− p, − q ,1)T                                                                (7) 

where ( p, q )  is the gradient at point P of the surface.  That is, p and q are defined as  
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p =
∂z

∂x
, q =

∂z

∂y
.                                                            (8) 

Therefore, we can explicitly write the surface normals with the estimated coefficients as follows: 

  
r 
n P = (−2ax − b − ey , − 2 cy − d − ex , 1)

T .                                         (9) 

Surface curvature can be expressed in any direction within the tangent plane at a surface point.  
Let    

r 
r x  and 

  
r 
r y  represent any two different directions in the tangent plane.  Then an arbitrary direction 

can be expressed as 

  
λ
r 
r x + η

r 
r y                                                                    (10) 

and the surface curvature in this direction at point P is given by (Faugeras, 1993) 

κ ( P) =
λ2z xx + 2ληzxy + η2 zyy

n λ2 1 + z
x
2( )+ 2ληz

x
z

y + η2 1 + z
y
2( )( )  ,                                       (11) 

where 

n = 1 + z x
2 + z y

2

zx =
∂z

∂x
= 2 ax + b + ey , zy =

∂z

∂y
= 2 cy + d + ex

zxx = ∂2 z

∂x 2
= 2a , zyy = ∂2 z

∂y 2
= 2c, z xy = ∂ 2 z

∂x∂y
= e

                           (12) 

In our application, because wane is oriented in the x-direction, we consider only the y-directional 
features by setting λ = 0 and η = 1. The resulting curvature expression is 

κ y ( P) =
z yy

n 1 + zy
2( )=

zyy

1 + zx
2 + z y

2
1 + z y

2( )
      .                                  (13) 

Similarly, the y component of the surface normal is given by 

( )exdcy
y

z
qPn y ++−=

∂
∂

−=−= 2)(                                               (14) 

Search criteria 

For each column of the image, the system searches for two wane boundaries (corresponding to 
the two edges of the board).  In each case, the search begins at a point within the wane region and 
proceeds toward the interior of the board.  The following heuristics are used in the search: 

1. Near the wane boundary, the y-component of the surface normal should be small in 
magnitude.  This corresponds to a small rate of change along the column of the image, and 
can be represented as follows, where α is an empirically chosen constant: 

ny ( P) < α                                                              (15) 

2. Near the wane boundary, curvature in the y direction should be small in magnitude, with a 
value that is negative (or zero). The requirement for small magnitude eliminates sharp peaks 
and valleys from consideration, which typically are caused by debris or residual bark.  The 
requirement for a negative value corresponds to a surface that more closely resembles a peak 
than a valley, as we expect for a wane boundary.  This heuristic can be represented as 
follows, where β  is also a constant: 
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β < κ y (P ) ≤ 0                                                             (16) 

Using only the first criterion, wane detection can fail when the surface patch is estimated at the 
top of the protruded part, as illustrated in Figure 5.  The second, curvature-based criterion helps avoid 
such cases.  Points satisfying both criteria are more representative of true wane edge positions. 

 
Figure 5.  Profile plot of several image columns.  The wane region extends approximately from row 
10 to row 40.  Rows 0 to 10 represent background, and rows 40 and higher represent the sawn   
portion of the board.  Detection of the wane boundary is made difficult because of the presence of 
bark and debris in the image. 

Adjustment 

There is still a problem with this procedure, however.  The smoothing of the profile image that 
occurs during preprocessing tends to displace the edge position by a small amount.  To compensate 
for this, our algorithm searches the original image outward from the initial estimate of the wane 
boundary.  In this case, a discrete approximation of the second derivative is computed, and the first 
zero-crossing point is selected as the wane-boundary position.  The second derivative in the column 
direction can be expressed as follows, 

   ( ) ( ) ( )1,ˆ,ˆ21,ˆˆ2 ++−−=∆ yxzyxzyxzzy ,                                         (17) 

where x and y now represent row and column locations in the image. 

Further refinement 

 The method described above results in two wane-boundary positions per each column.  However, 
because each column is processed independently, it is often the case that adjacent columns are not in 
strict agreement.  As a post-processing step, we reduce these undesirable effects by filtering the wane-
boundary curve.  This can be done efficiently after scanning the whole board.  Represent one wane 
boundary as 

w = h(x ) .                                                                (18) 

Then, the median operation 

( )( )j
dijdi

xhmedianw
+≤≤−

=~                                                             (19) 

can be used to remove outliers.  Here, 2d+1 is the window size of the median filter. 
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(a)     (b) 

Figure 6.  Smoothing a wane boundary by median filtering. (a) Original data (8 points only) that 
contain an outlier at x=5. (b) Filtered version of the previous data.  The outlier has been suppressed. 

Implementation and experimental results 

We have tested the proposed method using profile data scanned with the prototype inspection 
system.  Figure 7 shows a profile plot of one column.  To reduce the noise level, we applied a 3×3 
averaging filter during a preprocessing step.  The solid line represents smoothed data and the dotted 
line is the original data.  The method selects the first point that satisfies both criteria, working from a  
“start position” to the “1/3 position” (the point 1/3 of the board’s width from the board edge).  The 
upper start position is selected in the wane area by the procedure below (and the procedure for the 
lower wane area is similar): 

1. For the upper side of column x, select the 1/3 position, y = l.  We assume that this point does 
not lie in the wane region, and can therefore serve as a reference height for the interior 
portion of the board. 

2. Check that l is not a point in a split or hole by confirming ( ) γ<− ),(ˆ),(ˆavg lxzyxzy , for a 

suitable constant γ.  If this is not the case, select a valid point that is nearer to the board edge. 

3. Find an intermediate position, L  (dashed level in Figure 7).  L is the minimum value y from 
the set { }2),(ˆ),(ˆand ≤−<< lxzyxzlysy , where s is the outside edge of the board.  If there 

are splits or holes between the 1/3 position and the first point of the board, this step avoids 
points in splits or holes as possible start positions. 

4. Select the start position (diamond mark in Figure 7) as the maximum value y from the set 
{ }2),(ˆ),(ˆand ≥−<< LxzyxzLysy . 

 

Due to the smoothing effect, the estimated wane edge is pulled toward the inside of the board.  
The adjustment step successfully compensates for this bias by finding a true edge position on the 
original image. 
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Figure 7.  Demonstration of the method using a profile plot for one column.  The two ends of the 
column are processed separately.  First, a point is carefully selected from the wane area (diamond 
mark). Second, a search is conducted toward the 1/3 position of the board (square mark) for a point 
that satisfies both search criteria.  The triangle mark represents the wane edge that is found for this 
case.  The adjustment step searches within a small neighborhood of the original data to find an 
improved wane edge (circle mark). 

Figure 8 displays results of the surface approximation method for a board.  It shows that the 
adjustment step can eliminate many outliers as shown in (a) and (b).  Notice that the estimated wane 
region in (a) is thicker than in (b) as noted by the markings at column 400.  This is due to the 
smoothing effect.  Figure 8c shows the final result after further refinement with median filtering along 
both wane edges.  In Figure 9, we re-examine the failed case of the threshold method (Figure 4d) 
using the surface approximation method.  Much cleaner and reasonable wane-boundary positions are 
detected.  

 Conclusion 

We have successfully implemented a surface approximation technique to detect wane in profile 
images of rough lumber.  The images are contaminated by a significant amount of noise, including 
noise from residual bark and debris.  The algorithm operates primarily on a column-by-column basis, 
using surface curvature and normal direction as search criteria.  These criteria are used to identify 
crease edges that represent the boundary of wane regions.  The surface normal alone will often find 
bark/debris protrusions as false creases, but the curvature feature helps avoid steeply curving regions 
that correspond to sharp peaks. 

From some of the board profiles shown here (e.g., Figure 7), it is clear that the detection of wane 
edges can be difficult even for human observers.  In practice, of course, humans use additional cues 
(such as color, grain direction, recognition of surface characteristics, etc.) to detect wane.  For fast 
processing in automated systems, however, thickness measures resulting from laser profiling appear 
to be the best sources of data for detecting wane, and for identifying other wood-deficit defects, such 
as holes and cracks.   
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Figure 8.  Surface approximation method (a) without adjustment and (b) with adjustment. (c) Results 
of median filtering of (b) along both wane edges.  
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Figure 9.  Re-examination of the case in Figure 4d.  The surface approximation method gives 
superior results over the thresholding methods that were considered.  
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